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Abstract. The quick atmospheric correction (QUAC) code performs atmo-
spheric correction on multi- and hyperspectral imagery spanning all or part
of the visible and near infrared–short wave infrared spectral range,
∼400 − 2500 nm. It utilizes an in-scene approach, requiring only approx-
imate specification of sensor band locations (i.e., central wavelengths) and
their radiometric calibration; no additional metadata is required. Because
QUAC does not involve first principles radiative-transfer calculations, it is
significantly faster than physics-based methods; however, it is also more
approximate. We present a detailed description of the QUAC algorithm,
highlighting recent accuracy improvements. Example results for several
multi-and hyperspectral data sets are presented, and comparisons are
made to more rigorous correction approaches. © 2012 Society of Photo-Optical
Instrumentation Engineers (SPIE). [DOI: 10.1117/1.OE.51.11.111719]
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1 Introduction
Views of Earth’s surface from aircraft and spacecraft are sub-
stantially degraded by the presence of the atmosphere. This
degradation includes attenuation of reflected light as well as
loss of contrast due to sunlight scattering by atmospheric
aerosols and molecules. Remote-sensing applications routi-
nely require that these atmospheric effects be removed from
the imagery, to retrieve the inherent spectral reflectance of
the surface materials. The process for removing atmospheric
effects is referred to as atmospheric correction or compensa-
tion. An example of the application of atmospheric correc-
tion to hyperspectral imagery is shown in Fig. 1.

Many atmospheric correction methods and algorithms
exist, including those based on first-principles radiation
transport (RT) calculations,1–11 and empirical approaches
such as the empirical line method (ELM),12,13 which relies
on two or more known reflectances in the image. More
approximate in-scene methods, such as the IAR (internal
average reflectance)14 and FF (flat field)15 approaches, are
often used for quick-look purposes. However, none of
these methods provide the ideal combination of high accu-
racy, high computational speed, and independence from prior
knowledge (ground truth, sensor calibration, measurement
geometry, etc.). In 2004, we introduced a new atmospheric
correction algorithm and code called quick atmospheric cor-
rection (QUAC®),16–19 which comes close to satisfying these
attributes.

QUAC is an in-scene approach, requiring only approxi-
mate specification of sensor band locations (i.e., central
wavelengths) and their radiometric calibration; no additional
metadata is required. Because QUAC does not involve first
principles RT calculations, it is significantly faster than
physics-based methods; however, it is also more approximate.

Previous comparisons to the most widely used physics-based
code, fast line-of-sight atmospheric analysis of spectral
hypercubes (FLAASH),11 have shown that the absolute accu-
racy of QUAC is ∼� 15% with respect to FLAASH-
retrieved reflectances for a few well-calibrated data sets
with well-characterized measurement conditions.20 A com-
parison of QUAC and FLAASH is presented in Fig. 2,
which exhibits the general trend that spectral shapes agree
well and the largest differences are in the absolute normal-
ization of the QUAC results. Whereas the accuracy of the
physics-based methods is directly tied to the accuracy of
the sensor calibration and measurement geometry, QUAC
performance will not significantly degrade as sensor and
measurement uncertainties increase. Finally, in contrast to
physics-based methods, which require the presence of
specific bands to correct for water absorption and aerosol
scattering, QUAC works with any collection of visible
and near infrared–short wave infrared (VNIR-SWIR) (e.g.,
VNIR only, SWIR only) bands for both multispectral and
hyperspectral sensors.

In recent years, there has been a rapid rise in the number
of fielded HSI systems that utilize QUAC. This has provided
a unique opportunity to evaluate QUAC performance over
a wide range of measurement conditions (different sensors,
different types of scenes, etc.). QUAC usually provides good
results; however, it can fail badly on occasion. A primary
focus of our latest work is to understand the reasons for
these failures and upgrade QUAC to yield good results
for these and similar cases. We have also improved the com-
putational speed by a factor of approximately 2. The CPU
time required to correct a typical AVIRIS data cube (500 ×
500 pixels, 220 bands) is now ∼3 s for a PC (64-bit, 3.2-
GHz processor, 8 Gb ram).

The original IDL/ENVI version of QUAC is distributed
as part of the Exelis ITT Visualization Information Sys-
tems IDL/ENVI imaging processing software package. We0091-3286/2012/$25.00 © 2012 SPIE
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anticipate that the newest version of QUAC will be available
in IDL/ENVI within the next year. Because of the rapidly
growing need for performing fast atmospheric correction
on board the sensor platform, we have also developed a
C++ version of QUAC suitable for integration into auto-
mated data processing systems.

The organization of this paper is as follows. The next
section describes the QUAC algorithm, highlighting recent
improvements. This includes a more in-depth description
of the underlying algorithm than previously reported. The
section following presents example results highlighting
the algorithm upgrades and includes comparisons to more
rigorous correction approaches. Next, we assess the accuracy
of QUAC and its sensitivity to several algorithm and sensor
parameters. The final section provides a summary of key
points and briefly describes anticipated future research
activities.

2 Algorithm Description
The basic physics behind atmospheric correction is depicted
in Fig. 3. The observed spectral radiance, Lobs, for a pixel

with surface reflectance, ρsur, is the sum of the three paths
in Fig. 3:

Lobs ¼ ðAþ CρaveÞ þ Bρsur. (1)

The components in the term (Aþ Cρave) are grouped
together because they tend to be approximately constant
over an image and thus can be considered as an offset com-
mon to all the image pixels. This simple linear relationship
can be rearranged to express the retrieved surface reflectance
in terms of the observed signal and derived atmospheric
parameters,

ρsur ¼ GainðLobs − OffsetÞ; (2)

whereGain ¼ 1∕B andOffset ¼ ðAþ CρaveÞ. For a physics-
based approach, A, B, and C are retrieved by comparison of
certain spectral features to those predicted by RT calcula-
tions. For QUAC, we determine these parameters directly
from the in-scene spectral data and a key underlying
assumption.

Fig. 1 An example of atmospheric correction for hyperspectral imaging (HSI) sensors, showing several at-sensor pixel spectra (a) and the cor-
responding atmospherically corrected surface reflectance spectra (b). Because of very strong atmospheric attenuation, due to water vapor, in the
1400 and 1900 nm regions, it is not possible to correct these regions, hence the presence of the zeroed-out bands in the corrected data. In spectral
regions of moderately strong atmospheric attenuation, such as the 940 and 1130 nm water bands, residual atmospheric features are occasionally
present in some of the corrected pixel spectra (e.g., Dirt Road). This arises because QUAC defines a scene-average gain function and thus does
not account for the variability of humidity within a scene or spectral smile across the focal plane.

Fig. 2 Comparison of QUAC and FLAASH results for a well-ground-truthed HSI data collection over Davis, CA.21 The grayscale image was
rendered at 600 nm, where vegetation (trees, crops, etc.) are the darkest materials in the image.
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For QUAC, the Gain and Offset are given by

Gain ¼ < ρend >lib

< ðLobs − CρaveÞend >
; and

Offset ¼ minðpixel value for each bandÞ; (3)

where < ρend >lib is the average of the endmember spectra
derived from representing a reference library of material
reflectance spectra and ðLobs − CρaveÞend is the average of
a collection of endmembers retrieved from the observed,
in-scene pixel spectra. An endmember represents a unique
spectrum from a collection of spectra. In most cases, linear
combinations of a small number of endmember spectra
(∼10 − 100) can accurately represent a large number of spec-
tra (>10; 000) associated with a spectral library or image. In
QUAC, we use the SMACC (sequential maximum angle
convex cone) code to find endmembers.22,23

The key QUAC assumption, which empirically holds
for most scenes, is that the average of diverse endmember
reflectance spectra, excluding highly structured materials
(e.g., vegetation, shallow water, mud), is always the same.
More specifically, every image is assumed to contain at
least a handful (∼10 or more) of spectrally diverse materials
whose average reflectance spectrum can be taken as a “uni-
versal” reference. The materials may include both natural
and manmade materials, such a dirt field, a water body,
rocks, cars, roofs, or roads. It is unusual that this material
diversity condition is not met, but it can occur; for example,
in some all-water or all-desert scenes. However, such ima-
gery is typically of much less interest for remote sensing.

2.1 Reference Material Spectral Library

The “universal” reference spectrum is derived by finding and
averaging endmember spectra from a diverse collection of
natural and manmade library reflectance spectra. We com-
piled a reference library (see Fig. 4) from the spectral
libraries provided with ENVI.24 Since the endmember repre-
sentation of this library weeds out nearly degenerate spectra,
it wasn't necessary to put a great deal of effort into selecting
the library entries. However, the issue of whether a different
selection process could produce improved QUAC results has
been addressed, as discussed below.

Typically, 50 scene endmembers are used in the correc-
tion process, and the reference spectrum is also based on
the same number of endmembers. The representation of
the reference library in terms of 50 endmembers is shown
in Fig. 5. The average of these spectra provides the reference
correction spectrum displayed in Fig. 6. As discussed later,
both the library and in-scene endmembers are selected based
on a small number, typically around four, of all the available

Fig. 4 Reflectance spectra for the 168 natural and manmade materi-
als selected for the QUAC reference material library.

Fig. 5 Reflectance spectra for the 50 SMACC endmembers selected
to represent the QUAC reference material library.

Fig. 6 Sensitivity of the average of the selected library endmembers
to differences in the subset of bands used for endmember selection
(e.g., AVIRIS vs. WorldView2) and on the number of endmembers
used in the average. The peak value of each curve has been normal-
ized to 1.0.

Fig. 3 The three types of paths, A, B, and C, that solar photons can
travel on their way to a remotely located observer, where ρsur is the
intrinsic reflectance of the observed surface pixel, ρave denotes the
spatially averaged reflectance of the surrounding pixels, and Lobs is
the at-sensor radiance corresponding to the observed surface pixel.
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sensor bands. The curves in Figs. 5 and 6 are based on this
subset of bands; however, for display purposes, all the spec-
tral points for the library endmember and average spectra are
plotted. For each run, QUAC uses both the same number of
endmembers and also the same selection of sensor-specific
spectral channels for determining the image and reference
library endmembers. While this results in relatively small
variations in the reference curves, its impact is even smaller
on the retrieved image reflectances, because the variations
are common to the library and image endmembers and they
ratio out in the Gain determination [Eq. (3)].

The general shape of the reference reflectance spectrum
has a simple physical origin. The decrease toward the long-
wavelength edge arises because the molecular constituents of
materials have relatively strong NIR vibrational absorption
features that increase in strength with increasing wavelength.
The decrease toward the short-wavelength edge arises
because the molecular constituents have strong electronic
absorption features that increase in strength with decreasing
wavelength. Although we normalize the peak of this curve to
unity for reasons discussed later, it is important to note that
the peak average reflectance is ∼0.4, as can be inferred
visually from Fig. 5.

Why does QUAC work, or equivalently, why should
there be a “universal” reference spectrum? There is no
first-principles reason for this, only a qualitative explanation
of why an approximately “universal” curve is plausible. As
can be seen by inspection of Fig. 4, a collection of a large
number of different material reflectance spectra nonuni-
formly span the ∼0 − 0.8 range of reflectance values. As evi-
dent in Fig. 5, the library endmembers span the space in a
more uniform manner. We can expect most scenes to exhibit
the same general behavior, that is, to contain a diversity of
materials whose endmembers approximately spans the 0–0.8
reflectance range. Near-spectral duplicates and differences in
abundances do not matter, since these issues are negated by
finding the endmbember representation of the image pixels.

There are additional issues for real scenes and real sensor
data that need to be treated in the endmember selection pro-
cess. For example, real scenes can exhibit solar glints, whose
reflectances can far exceed 0.8. These excessively bright pix-
els need to be filtered out before endmember selection. Real
sensors can have “bad” pixels with unphysical, highly struc-
tured spectra that can introduce spurious features into the

Gain curve. The methods used in QUAC to filter out these
and other types of spurious spectra are discussed below.

QUAC is not a rigorous, first-principles algorithm, and
there is no reason to expect that there is a single universal
reference curve that will give exact results for all images.
Therefore, the issue at hand is whether, on average, we
can improve on the legacy reference curve. We addressed
this issue by first finding a selection of hyperspectral images
that were well corrected using either the ELM or FLAASH
approach. We identified six corrected AVIRIS and COM-
PASS data cubes that were deemed of sufficient quality.
We then compared the QUAC gain curves to the “truth
gain” curves and determined a modest correction to the
QUAC reference curve that resulted in better results, aver-
aged over the six truth cubes. The legacy and revised refer-
ence spectra are presented in Fig. 7.

2.2 QUAC Process Flow

The implementation of the QUAC algorithm into software is
summarized in the flow chart displayed in Fig. 8. This repre-
sents the major steps in the process and closely, but not iden-
tically, corresponds to modules in the code. We will highlight
some of the key features associated with each process. Based
on the number and location of the wavelength bands in the
image, QUAC can identify the associated sensor, or a suffi-
ciently close surrogate for the correction process. While new
sensors can easily be added to QUAC, this is generally not
needed, since the correction process depends only loosely on
the sensor class properties.

The Offset calculation involves a number of data-
conditioning steps to ensure that a valid baseline is deter-
mined. This includes (1) removal of border pixels, (2)
averaging of adjacent pixels in a line, (3) rejecting values
≤0, and (4) median filtering of adjacent pixels to remove
spike artifacts. This module also finds a maximum value
in a single spectral channel near the peak of the reference
spectrum. As discussed below, this maximum value is used
to convert the data to approximate reflectance units before
endmember selection.

Before endmember selection the data are converted to
an approximate 0–1 reflectance scale by dividing by the

Fig. 7 Revision of the original endmember average spectral reflec-
tance based on a best fit of the QUAC reflectance to several HSI
data sets with high-quality ELM or FLAASH atmospheric corrections. Fig. 8 Overview of the key steps in the QUAC software process flow.
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aforementioned maximum value and an approximate solar
blackbody curve normalized to unity at its peak value. It
is not necessary, nor is it desirable, to use the exact solar
blackbody curve. We adjust the effective solar temperature
to yield approximate reflectance curves that span about
the same range of values throughout the spectral domain
of the sensor. The effective solar temperature varies between
4000 and 4500 K, depending on the sensor type, as con-
trasted to the actual solar temperature of 5700K. There
are two important reasons for transforming to a reflectance
scale: (1) it simplifies the process of setting spectrally depen-
dent filter thresholds, since all sensors are put on a common
scale, and (2) it ensures that all spectral regions are compar-
ably weighted in the endmember selection process. The latter
is particularly important because it maintains consistency
with the selection of library endmembers, which is based
on reflectance values.

It is important to filter out spectra that can introduce unde-
sirable features and biases into the Gain curve. The most
common example is vegetation, which has a rapidly rising
red edge around 700 nm (see Fig. 1). Vegetation is often pre-
sent and exhibits a lot of spectral variability, which means
that many vegetation spectra would be selected as endmem-
bers. This would produce a strong edge feature in the Gain
curve around 700 nm and would result in imbalance in the
Gain to either side of the red edge. However, the red edge
makes it easy to implement a vegetation filter based on
the normalized difference vegetation index (NDVI) for
each pixel,

NDVI ¼ Rð850 nmÞ − Rð650 nmÞ
Rð850 nmÞ þ Rð650 nmÞ ; (4)

where Rð850 nmÞ denotes the approximate reflectance at a
particular wavelength. In QUAC we discard pixels (by filling
with zeros) with NDVI > 0.17. As shown later, muddy or
very shallow water can also cause a similar problem and
is filtered out based on a corresponding index we developed
called NDMI (normalized difference mud index),

NDMI ¼ Rð795 nmÞ − Rð990 nmÞ
Rð795 nmÞ þ Rð6990 nmÞ ; (5)

where pixels are discarded for NDMI > 0.3 − 0.5 (depend-
ing on the sensor). Because the location of the mud blue edge
at ∼900 nm can vary, depending on the particulate concen-
tration, we implemented two mud filters, with the second one
defined at 1000 and 1600 nm. In the future, if other com-
monly occurring and abundant materials are found to present
a problem, it is simple to construct and add a new filter. It is
easy to recognize when this problem exists, since many
instances of the undesired material will be present in the
corrected endmember spectra.

Before endmember processing, the image is divided into
smaller chunks. There are several reasons for this: (1) the full
images may be too large to fit in the available memory, which
will result in disk thrashing and a large slowdown in proces-
sing speed, and (2) we have found empirically that first find-
ing an excess number of chunk endmembers and then down-
selecting to the final number of endmembers (i.e., finding the
endmembers of the chunk endmembers) generally yields bet-
ter results than processing the entire image all at once. After

trying a number of chunking strategies, we have settled on
dividing each data cube into 50 chunks and finding 20 end-
members for each chunk. Thus, a total of 1000 chunk end-
members is available for the selection of the final subset
of endmembers used for the Gain curve. We currently use
50 endmembers, but the results are insensitive to the exact
number.

For computational efficiency, the endmembers are found
based on a small subset of the available channels for most
sensors. For VNIR–SWIR HSI sensors, we typically use
four channels in the 1000- to 2500-nm spectral region,
which are approximately centered in atmospheric transmis-
sion windows. We do not presently select channels in the
visible (VIS) spectral region; this is an important outcome
of the recent work. We determined that this significantly
improved the accuracy and robustness of the results over
the entire spectral domain, and often led to large improve-
ments in the VIS region. Although it seems counterintuitive
that ignoring the VIS channels should produce better results,
it can be understood as follows. As discussed earlier, the
shapes of the reflectance curves in the VIS and NIR–
SWIR spectral regions arise from different physical pro-
cesses. Consider a scene containing a number of cars painted
different colors. In the VIS region, the car spectra will be
quite different, because (by design) the cars have different
colors. However, in the NIR–SWIR spectral domain, the
car spectra will be nearly identical, because the spectrum
is dominated by the paint binder and not the coloring agents.
If a VIS channel were included in the endmember selection,
then all the car spectra would be selected. However, the
degeneracy of the car spectra in the NIR–SWIR would intro-
duce a bias into the endmember average in this spectral
region. This should not be construed to mean that VIS chan-
nels should never be used for endmember selection. It only
applies when a sensor spans both the VIS and NIR–SWIR
spectral regions.

Before the final scene endmembers are determined, we
filter out excessively bright pixels due to either glints or
channel saturation. This is accomplished through a median
filter applied to each channel. If any channel value of an end-
member spectrum is >2.25 times its median value, then that
endmember is excluded from the final selection process.

As mentioned earlier, the library endmembers are selected
using the same selection channels and the same number of
endmembers as for the scene endmembers. Once the library
and image endmembers are found, a preliminary Gain curve
is determined via Eq. (3). There are a few refinements
applied to this curve before it is used for the final atmo-
spheric correction. One concerns removal of residual vegeta-
tion effects due to the presence of too much vegetation in the
baseline spectrum. In highly vegetated scenes, with moderate
to low visibility, aerosol scattering introduces a large vegeta-
tion component into the adjacency contribution. This is easy
to spot in the corrected endmember spectra, as it appears as
an inverted vegetation spectral residual superimposed on the
endmember spectra. This problem is remedied by subtracting
a small amount of the vegetation spectrum (typically a few
percent) from the baseline; the amount subtracted is deter-
mined by the depth of the red edge in the endmember spec-
tra. A second refinement relates to further improvement in
the Gain curve in the VIS region. Even after the improved
endmember channel selection discussed above, there was
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still a residual tendency for the VIS region reflectances to
be too large and increase toward the short-wavelength
edge of the sensor. We found empirically that, in many
instances, a better correction result could be obtained by
constraining the Gain curve to be constant below ∼650 nm.
Based on this observation, we arrived at the following
approximation for the modified Gain <650 nm,

GðλÞmod ¼ fGðλÞGð650 nmÞg1∕2: (6)

As alluded to above, we need to set the absolute normal-
ization for the Gain curve. We define two potential normal-
ization values, based on different assumptions, and then
select the preferred value. One method is defined by the
absolute scale for the reference spectrum (i.e., before the
peak value is normalized to unity). The other is based on
an assumed typical peak value for an average “pure”
green vegetation spectrum, ∼0.4 at 850 nm. Empirically,
we have found that the preferred method is the one that yields
the smaller reflectances value for the specific data cube. If
a data cube does not contain sufficient pure vegetation,
typically ∼100 pixels, then we use the other method.

For any QUAC run, the user can request plots that display
some of the key steps in the correction process. We
consider the example of an AVIRIS, 220 bands from
∼400 − 2500 nm,25 over flight of the Harrisburg, PA, airport.
A grayscale rendering of the image is shown in Fig. 9 and the
process plots are displayed in Fig. 10. Plot (a) shows that the
baseline, in radiance units, rise steeply toward the visible and
then drops off steeply in the near-UV close to the short-
wavelength edge. The rapid rise is due to a combination of
aerosol and molecular scattering, which increases with
decreasing wavelength, and the solar black body function,
which peaks in the VIS. The decline toward the edge is
due to increased attenuation and the decline of the solar
blackbody function. Plot (b) shows the 1000 chunk endmem-
bers, which have been normalized for solar and maximum
values. They display a comparable span of approximate
reflectances for all channels, spanning the ∼0 − 1 reflectance
range in a completemanner (i.e., no largegaps). Plot (c) shows
that the final 50 endmembers span the space in amore uniform
manner, like the library endmembers shown earlier. Plot
(d) shows an averaged pure vegetation spectrum which is
used for the vegetation baseline correction. This correction

Fig. 9 Grayscale rendering at 600 nm of the AVIRIS data for the
Harrisburg, PA, airport. Vegetation (trees and grassy fields) corre-
spond to the darkest materials for this display band.

Fig. 10 QUAC output plots illustrating key steps in the process flow, including the offset spectrum determined by the lowest valid data value for
each wavelength channel (a), the 1000 initial endmembers determined for the 50 chunks (note y -scale break at 0.2 for display purposes) (b), the
final 50 endmembers selected from the 1000 initial endmembers (c), the average pure vegetation spectrum, also showing the blue and red wave-
lengths used for the NDVI-based vegetation filtering (d), the final 50 atmospherically corrected endmembers (e), and the Gain spectrum (f).
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was not required for this data cube, as there is no significant
vegetation contribution to the baseline spectrum in (a). Plot
(e) shows the corrected final endmembers. One indication
of a good correction is that the corrected endmembers
approximately span the 0–0.8 reflectance range in a uniform
manner and without a lot of highly structured endmembers.
The zeroed out regions around 1400 and 1900 nm correspond
to strong atmospheric absorption regions [see (b)], where the
signals are too small to yield acceptable corrections. Panel (f)
shows the final Gain curve. The spikes correspond to the
edges of strong absorption regions, which contain sufficient
signal to enable a good correction.

3 Example Results from Algorithm Upgrades
We highlight the results of some of the key algorithm
upgrades discussed above, such as the mud filtering and
improved performance in the VIS spectral region. Figure 11
illustrates the need for removing abundant and highly vari-
able spectra with strong, localized features, such as the sharp
dark-to-bright transitions that occur for mud and vegetation.
Without filtering, a significant number of mud and vegeta-
tion endmembers are selected, and with filtering, none are
selected. As seen in Fig 11, when vegetation endmembers
are included in the correction process, the reflectances are
quite distorted, exhibiting un-physically high values in the
VIS spectral region. If the mud pixels are not filtered, the
reflectances in the VNIR–SWIR spectral region are too

high. It is not necessary to devise a filter for every possible,
strongly featured spectra; it is needed only for those that are
both abundant and highly variable within a scene. A few
strongly featured endmembers will not significantly skew
the correction because their effect will be diluted by the
much larger number of smoother endmembers.

The improved results in the VIS region arise both from
using only NIR–SWIR channels for the endmember selec-
tion and also from using the Gain curve modification
<650 nm. Previous to these upgrades, it was occasionally
found that the retrieved reflectances exhibited a spike-like
feature in the VIS region, as can be seen in Fig. 12 for the
Bright Roof spectrum.

The final example illustrates how the mud filters can be
used in a more general way to filter out sensor-related
spectral artifacts. The WorldView-2 multispectral sensor has
8 bands covering the 400- to 1000-nm spectral region.26 The
location and widths of these bands mean that the sensor is not
sensitive to the effects of muddy water. Therefore, we can
use the two mud filters for other purposes. Using the full
complement of bands without filtering to find the endmem-
bers results in the selection of many spurious endmembers,
as is evident in the lower-right plot in Fig. 13. This multitude
of “sawtooth” endmembers, which result from slight mis-
registrations between the focal planes, is common to other
WorldView-2 images. The vast majority of pixels in World-
View-2 images do not display this anomaly, but it is the

Fig. 11 Vegetation and mud can be abundant materials in a scene and exhibit highly variable spectra, as highlighted in (a). If these spectra are not
filtered before selection of the in-scene endmembers, then spectral artifacts will be present in the corrected reflectances, as exemplified by the
strong visible “finger” shown in (b) for the AVIRIS imagery in Fig. 9.

Fig. 12 Illustration of the UV-VIS spike problem (thin solid line) often encountered with the original version of QUAC (QUAC Old, thick solid line).
This problem has been corrected (dotted line) by modifying the channels selected for finding the endmembers.
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nature of an endmember algorithm that it will preferentially
seek out anomalous spectra. By appropriately redefining the
NDMI bands and threshold, we can filter out the sawtooth
pattern. For WorldView-2, the proper selection for the filter
pair is (478 nm, 546 nm) and (659 nm, 831 nm) with a
threshold of 0.2. The result is shown in the upper-right
plot of Fig. 13. The sawtooth endmembers have been greatly
reduced in number, but not completely eliminated. While not
fully optimized, these filter settings provide useful atmo-
spheric corrections for WorldView-2 data cubes, as can be
seen in Fig. 14 via comparison to a FLAASH correction.
There are also issues with the FLAASH correction for
WorldView-2, since the standard aerosol correction method
cannot be applied (i.e., no SWIR band is available). Images
containing well-characterized materials would be very help-
ful to establish the accuracies of the QUAC and FLAASH
corrections for WorldView-2.

4 Discussion
Here, we assess the current accuracy of QUAC and the
sensitivity of its correction to several algorithm and sensor
parameters. Figure 15 shows comparison of QUAC

reflectances to those obtained for a variety of HSI and
multispectral imaging (MSI) sensors, in which ground truth
reflectance spectra were available. For the HYDICE and
COMPASS comparisons, field-measured panel spectra were
used. For the AVIRIS and HYMAP comparisons, FLAASH
corrections, which agreed well with ground truth data, were
used. For the LANDSAT7 comparison, a FLAASH correc-
tion was used, which was consistent with the FLAASH
results for the nearly coincident HYMAP collect over Davis,
CA. For each comparison, a ratio of the QUAC spectral
reflectance to the “truth” spectrum was obtained, based on
a single image pixel with an approximately flat spectral
reflectance in the ∼0.2 − 0.4 reflectance range. The ratio is
not sensitive to the selection of image pixel used for the
comparison.

Excluding the visible region below ∼550 nm, these com-
parisons indicate that the overall normalization of the QUAC
reflectances are within the range of ∼� 10%. However,
there can sometimes be a significant tilt to the spectrum,
as exhibited by the HYDICE comparison, which shows a
∼30% rise from the SWIR to the VIS spectral region. In con-
trast, the local spectral structure is well preserved, with rela-
tive variations in the range of ∼� 3%. While we have made

Fig. 13 Application of QUAC to the WorldView-2 MSI VNIR sensor showing the use of the MDMI filters to greatly reduce the influence of undesired
sawtooth endmembers. The bottom right plot shows that without filtering, a large number of sawtooth endmembers are selected. The top right plot
shows that the sawtooth endmembers have, for the most part, been removed and those that remain have significantly reduced spectral variations.

Fig. 14 Comparison of QUAC and FLAASH results for the World-
View-2 data in Fig. 13. Fig. 15 Comparison of QUAC to well-ground-truthed, corrected data.
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some improvements in the VIS region, particularly the ten-
dency to produce large reflectance spikes, further refinement
is needed to match the performance in the NIR–SWIR spec-
tral region.

We place QUAC in historical perspective by comparing
to previously developed in-scene atmospheric correction
approaches, as displayed in Fig. 16. These include the
internal average reflectance (IAR)14 and flat field (FF)15

approaches, typically used for quick-look, data-survey pur-
poses. In the IAR approach, each pixel spectrum is divided
by the average spectrum for the entire image. This yields a
relative reflectance spectrum; for comparison to QUAC, we
normalized the IAR and FF spectra to the QUAC result for
the Bright Roof at 1000 nm. The accuracy of the IAR
approach can vary wildly, since it is tied to the most abundant
material in a scene. If the dominant scene material is
spectrally flat, then IAR will yield good relative spectral
reflectances. In the example shown, the scene contains a
significant fraction of very nonspectrally flat vegetation,
which results in the large spikes in the VIS region. The
IAR and FF methods do not include a baseline subtraction
and thus will magnify the errors for the darker pixels. In the
FF approach, each pixel spectrum is divided by a user-
selected pixel spectrum. If the user can identify a spectrally
flat material, then good results can be obtained with the FF
method. In the example shown, we selected a Tarmac pixel
from the Harrisburg airport image. As can be seen, this selec-
tion produced useful results in the VNIR–SWIR region, but
poor results in the VIS region.

The default number of endmembers used in QUAC for the
correction is set at 50. However, as is evident from Fig. 17,

the results are not overly sensitive to this choice. As few as
10 endmembers (i.e., diverse image spectra) can yield a
useful correction.

Finally, we consider the effect of sensor GSD (ground
sampling distance) on the QUAC correction, as highlighted
in Fig. 18. The dominant trend is for the absolute value of the
reflectances to increase with increasing GSD. There is also a
noticeable, but modest, change in the overall spectral shape
(i.e., a tilt). While not shown in Fig. 18, we also considered a
30-m GSD, which applies to the LANDSAT7 and ALI MSI,
space-based sensors. The results for this case follow the same
trends, with the absolute values increasing by ∼25% relative
to the 2.4-m GSD spectra. This is consistent with the com-
parisons in Fig. 15, in which the LANDSAT7 results are
about 25% higher than those for HYMAP for similar
imagery. Similarly high reflectances were found when com-
paring QUAC and FLAASH results for the ALI MSI sensor.
Although further evaluation of this GSD dependence is
required, it appears that a simple, GSD-based normalization
correction will lead to a significant improvement in the
QUAC normalization approach.

We attribute the GSD dependence to a change in the
amplitude of the average strong vegetation spectrum used
in the normalization procedure. As the GSD increases, a lar-
ger proportion of vegetation shadows, cast by trees, enters
into the average vegetation spectrum. This lowers the
peak reflectance of the average vegetation, which, in turn,
leads to an increase in the vegetation-based normalization
factor.

5 Summary and Future Plans
We have presented a detailed description of the QUAC atmo-
spheric correction algorithm, highlighting recent accuracy
and computational speed improvements. QUAC can be
applied to any multi- or hyperspectral sensor covering all
or part of the VNIR–SWIR (∼400 − 2500 nm) spectral
range. However, the spectral filtering parameters may require
some tuning, depending on the sensor spectral coverage. For
example, a sensor based on only an InGaAs focal plane cov-
ers the ∼900-to 1700-nm spectral region. For this class of
sensors, the standard NDVI-based vegetation filter, which
uses bands at ∼700 and 800 nm, will not work. However,
an alternate pair of bands at ∼1300 and 1500 nm provides
good vegetation filtering for InGaAs sensors.

Our future plans for QUAC are driven by the rapidly
increasing rate at which spectral sensors can generate enor-
mous quantities of data. This is creating a need for faster

Fig. 16 Comparison of different in-scene-based atmospheric correc-
tion approaches for the AVIRIS Harrisburg airport imagery shown in
Fig. 9.

Fig. 17 Sensitivity of the corrected reflectance to the number of end-
members selected for the correction. The example spectra are for a
bright roof in the AVIRIS Harrisburg airport imagery shown in Fig. 9.

Fig. 18 Sensitivity of the corrected reflectances to sensor GSD,
based on spatially resampling the HYMAP imagery shown in Fig. 2.
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atmospheric correction performed on board the sensor plat-
form. QUAC is well suited for a parallel computing environ-
ment because it breaks a data cube into many smaller chunks,
each of which can be independently processed. This should
enable the development of a real-time, on-board version of
QUAC. Another area of interest concerns atmospheric cor-
rection for the frequently encountered case of nonideal view-
ing conditions. This primarily includes the effects of clouds
and cloud shadows. QUAC performs best when the imagery
is uniformly illuminated, which includes both clear sky and
flying under complete cloud cover. For partly cloudy imag-
ery, one may first parse the image into solar illuminated and
shadowed regions, and then apply QUAC separately to each
region. A key challenge is to perform this parsing in a fully
automated manner.
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